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Abstract

Autism spectrum disorder (ASD) is a neuro-developmental condition that impairs a person's
capacity for speaking, making announcements, and learning new things. Autism can be
examined at each level of the age spectrum. Autism sufferers utilise meditation to examine
difficult topics, learning disabilities, and other concerns. Autism-related difficulties might affect
a person's movement, sense of smell, and mental health. Controlling ASDs requires early
discovery of them. The ASD prediction framework supports the behavioural aspect-based
analytic model in this experiment without the need for any equipment. The main focus of the
ASD prediction approach is the system's utilised child and adolescent analytic model. The
behavioural parameters are gathered using the Autism Query collections.

1. Introduction

Although ASD is still in its infancy, it has the potential
to significantly affect issues with social interaction,
behaviour, and contact. People with ASD frequently
exhibit physical characteristics that set them apart
from others. Even so, in the approach segment—
which was mostly centred on particular people—
people with ASD were able to interact with others,
hear, execute, and communicate. People with ASD
have access to a wide range of possibilities, from
talented to more challenging ones, because of their
knowledge, concepts, and problem-solving skills.
Many conclusions from an investigation of ASD can
be applied to research on the syndrome connected
to autism. These illnesses are referred to as "ASD."
Because it affects how a person perceives and
interacts with others, ASD is a mental disease that
makes it challenging for a person to interact with
others and conduct business. Poor and recurring
behavioural habits, as well as physiological,
environmental, and hereditary factors, all have an
impact on the condition.
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Figure 1. ASD Classifier
Autism affects children more frequently in the US.
Every autistic individual has different issues, such as

doi.org/10.31838/hiv23.03.71

anxiety, seizures, and depression, as can be seen in
Figure 1. Autism can start to manifest at the age of
two or three and can be identified as early as 18
months. The quality of life is improved by early
diagnosis. People with ASD may partake in a variety
of activities, connections, and interactions. A person
with ASD may be gifted in a variety of pursuits.

For those with ASD, the social cues and restricted
behaviours might be challenging. The kids are less
focused and engage in different cultural customs.
Diagnosis is difficult because there is no valid
medical test or blood test to identify ASD. Based on
the child's behaviour, doctors may start a diagnosis
to enhance their quality of life.

Proposed Methodology

Figure 2 . ASD Prediction

Steps

1. Start

Get the data points and the K-value for the
number of clusters.

Randomly choose the centroids c1, c2,..., ck.

4. Till a predetermined number of iterations have
been finished, repeat steps 4 and 5 as necessary.
For every data point x |

A new centroid is formed for each cluster, j =
1.k, by taking the mean of all the points
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assigned to that cluster.
7. To begin, find the nearest centroid (c 1, ¢ 2,..c k),
then assign the point to that cluster.

8. Stop

Algorithm Autism Spectrum Disorder - ML
Classifiers (EDASD- MLCT)

1. Begin

2. Randomly generate the training and test
sets

3 Explain the model's algorithms in detail.

4. ML Model

5. in the case of (i=0, i13, and i++)

6 mnl[i] = model

7 Model fit();
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9. Print the classification report, conflict matrix,
and accuracy(i));
10. End

Table 1. ASD Attributes
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The fundamental objective of logistic regression is to
identify the model that best describes the
association between the relevant binomial feature
and a set of independent variables [12].

LDR

Linear discriminant analysis is the most widely used
technique for lowering dimensionality. A dataset
must be projected onto a lower-dimensional space
with sufficient class-separability in order to prevent
overfitting (the "curse of dimensionality") and
reduce processing costs.

Knn

The foundations of the KNN algorithm are the idea
of a distance measure and the presumption that
points close to one another are comparable.

Dt

A supervised machine learning technique called a
decision tree can be used to categorise or predict
data based on the results of previous queries. Due to
the nature of supervised learning, the model is
trained and tested using data sets that have the
necessary classification.

Gaussian NB

Hence, less training data would be required. The
biggest issue with NB is that it only works well when
703

a select few features are used. Also, the bias is
significant when there is little data.

Svc

The margin is the distance between the nearest
training data point and the hyperplane. We used a
linear RBF kernel for our initial training and saw that
it outperformed a non-linear kernel. Regression and
classification are just two of the many applications of
the random forest classifier [16]. It necessitates the
creation of numerous decision trees in order to be
effective for any particular set of data points. Each
tree's predictions are collected, and the best solution
is then determined by a vote of the general public.

Data Preprocessing

The dataset [3] contains categorical, continuous, and
binary variables. Initially, the dataset had 1054
occurrences and 18 attributes (including class
variable). Preprocessing refers to the operations
carried out on a data collection before giving it to
the model. In order to make data more suitable for
training and analysis, noisy or unclean data is
cleaned.

The attributes Case Number, "Who finished the
test," and "Qchat-10-Score," which were not useful,
were removed. In order to regulate the category
variables, we are utilising label encoding.
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Labels must be transformed into numeric form before
machines can read them. Repeated labels have a value
equal to their corresponding original labels. Label
encoding is rendered useless by the addition of any
more classes. The "Ethnicity" feature's 11 classes have
been one-hot encoded.

Dataset Assessment

The Q-CHAT-10 version is a shortened variant that has
been used; it asks a sequence of 10 questions (Table 2).
The responses to these queries are converted to binary
values based on their class type. These values are
assigned during the data gathering process by
answering the Q-CHAT-10 questionnaire. The class
value "Yes" is given if the Q-CHAT-10 score is more than
3, which denotes the possibility of ASD symptoms. If not,
"No" appears in the class result, denoting a lack of ASD
traits.
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Figure 3 - Age D:stnbut:on of ASD Pos:t:ve in Years and
Months

IIIlllIJL-. I Ban Dua 8

Figure 4 - ASD Country wise Distribution
Evaluation

True positive (TP): As we correctly predicted, the person
has ASD. The person does not have autism spectrum
disorder (ASD), contrary to our expectation.
False positive (FP): We incorrectly diagnosed ASD even
though the patient in question did not have it. This
mistake is of kind 1.
False negative (FN): We incorrectly believed that the
person did not have ASD, despite the fact that they do.
This mistake is of kind 2.

TruePosilives

cLsion = 1
precision TruePositives + FalsePositives 0

and recall is defined as :

TruePositives

rem ” —
ree TruePositives + FalseNegatives

Thereforre the F1 score is defined as

2 X precision x recall

3

F1 = seore = ——————o
precision + recall
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0 LR 96%
1 KNN 89%
2 NB 96%
3 SVM 91%
4 DT 95%
5 RF 86%
Accuracy 2 for Early
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Flgure 7. Accuracy

The accuracy score for several classifiers is displayed.
Overall, the performance of Logistic Regression is
96% which is better Accuracy when compared to
other Machine Learning Approaches.

2. Conclusion

The main focus of the ASD prediction approach is
the system's utilised child and adolescent analytic
model. The behavioural parameters are gathered
using the Autism Query collections. This proposed
research work has looked at a number of
categorization models that, when combined with the
child's behaviour and medical information, can
accurately pinpoint ASD in kids who exhibit certain
traits.
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